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ABSTRACT

IP multicasting has been one of the most interesting topics for research communities and network service providers for its large scale emerging applications, while ATM has been widely considered as the next generation communication technology offering high speed transmission of different types of data. ATM multicasting using Multicast Address Resolution Server (MARS) and Multicasting Server (MCS) for supporting multicasting over ATM networks has been presented as an efficient scheme for supporting IP multicast over ATM. Selecting which nodes of the network should act as MCSs affects the network performance and has been under research. On the other hand, Internet TV, Distant Learning, and File Distribution are emerging large-scale multicast applications in which only a single source has to deliver data to all hosts participating in the multicast group. In this thesis, we introduce a new scheme for electing MCSs among all hosts in the network. The role of this scheme is to minimize both the end-to-end path delay and the overall load across the network for single source applications. The end-to-end path delay has been widely used in research to represent the average path delay which packets suffer when travelling from their source to their destinations. A new measure of the network overall load is introduced in this thesis. The overall load is determined by calculating the number of packets' copies multiplied by the number of hops done to complete the transmission of one packet from the sender to all members in the multicast group. A large number of simulation experiments have been done to investigate the performance of the new scheme and compare it to other schemes introduced in previous work. We could reduce the average of the end-to-end path delay and the overall load of the network in many cases especially when there are large enough MCSs relative to the number of hosts in the network.
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